
The U.S. Department of Educafion’s Office for Civil Rights (OCR) published new 
guidance, “Avoiding the Discriminatory Use of Arfificial Intelligence,” 
highlighfing how schools’ use of arfificial intelligence (AI) could lead to civil 
rights violafions related to racial, sexual, and disability discriminafion.  The 
guidance document provides examples of AI-related scenarios that might 
trigger OCR invesfigafions under federal civil rights laws.  While AI tools can 
enhance educafional acfivifies, from scheduling assistance to student 
assessment, they also come with risks of violafing students’ civil rights.  OCR 
warns that these technologies may inadvertently discriminate against students 
based on protected characterisfics, parficularly when the AI systems rely on 
historical data that reflects past discriminatory pracfices.

OCR AI Guidance

While the guidance released by OCR does not create new legal requirements, 
it explains how OCR might invesfigate complaints about AI use under exisfing 
civil rights laws, including Title VI of the Civil Rights Act of 1964 (race, color, and 
nafional origin discriminafion), Title IX (sex discriminafion), and Secfion 504 of 
the Rehabilitafion Act of 1973 (disability discriminafion).  The guidance provides 
numerous examples of hypothefical AI use cases that would be grounds for an 
OCR invesfigafion.  These examples are not exhausfive of all potenfial AI uses 
that could trigger an OCR invesfigafion and are not meant to imply that the 
examples would necessarily result in OCR ulfimately finding a violafion.  The 
examples are useful to guide officials in understanding what types of AI uses 
might consfitute civil rights violafions and taking precaufionary steps to avoid 
problemafic AI uses. 

The following are some of the examples included in the guidance:

 The first example provided by OCR addresses the increasingly common 
pracfice of teachers turning to AI detecfion software that claims to 
idenfify computer-generated text and plagiarism and how such tools 
could result in discriminafion.  In this example, a teacher used an AI 
tool to check student assignments for plagiarism and unauthorized use 
of generafive AI, but the tool disproporfionately flagged assignments 
that were authored by non-nafive English speakers.  The school
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principal remained inaftenfive to parents’ complaints claiming that their children did not 
plagiarize nor used AI.  OCR stated that these circumstances could lead to a civil rights 
invesfigafion. 

 In another example, a school district used a facial recognifion technology for safety reasons.  
AI technology confinuously misidenfified Black individuals and flagged them as suspicious.  As 
a result, those students were constantly quesfioned by the officer, distracted from classes, and 
embarrassed in front of other students and teachers.  OCR stated that these circumstances 
could lead to a civil rights invesfigafion.

 In another example, a school district used AI proctoring software to detect students cheafing 
during exams.  The software used facial recognifion and eye movement tracking to idenfify 
pafterns consistent with cheafing, but it was unable to disfinguish cheafing eye movements 
from similar movements caused by disability.  As a result, a student with visual impairment 
was accused of cheafing and failed the exam.  Again, these circumstances could prompt an 
OCR invesfigafion.

OCR provided several other examples of AI uses that could trigger civil rights invesfigafions, including:

 An AI scheduling system that placed only one female student in a computer science class of 
35 students based on historical enrollment data showing male students were twice as likely to 
take the course.

 A school’s use of AI software to generate student risk scores for discipline based on past 
disciplinary data, which resulted in harsher punishments for Black students due to historical 
disciplinary disparifies.

 A school’s use of AI software to write Secfion 504 plans for students with disabilifies that were 
nearly idenfical and failed to address individual student needs.

 AI program that inappropriately flagged students requiring frequent restroom use (including 
those who were menstruafing, pregnant, or had medical condifions) for mandatory 
counseling.

 Ineffecfive AI-based language tools, including an English development program that failed to 
improve student skills and unreliable translafion services that prevented meaningful 
communicafion with limited English proficient parents.

Takeaways 

To avoid discriminatory use of AI technology, schools should keep in mind the following principles. 

1. Weighing AI benefits and flaws before purchasing. Schools should communicate with AI 
vendors regarding technology accuracy, types of data technology use for learning, and tools 
to make conclusions nondiscriminatory.  Schools should consider avoiding tools where 
discriminatory uses or outcomes cannot be avoided or mifigated by human intervenfion.



2. “Human in the loop.”  School employees should review and control all informafion generated 
by AI tools and intervene if the informafion is inaccurate or the use of it would be 
discriminatory.

3. Proper invesfigafion.  Each complaint regarding the discriminatory impact of AI tools should 
be properly addressed and thoroughly invesfigated. 

If you have any quesfions about OCR’s guidance on use of arfificial intelligence in schools, or about 
civil rights compliance in general, please contact one of the authors of this Client News Brief or any 
attorney at one of our eight offices located statewide.  You can also subscribe to our podcasts, follow 
us on Facebook, X (formerly Twitter), and LinkedIn, or download our mobile app. 

As the information contained herein is necessarily general, its application to a particular set of facts and 
circumstances may vary.  For this reason, this News Brief does not constitute legal advice.  We recommend that 
you consult with your counsel prior to acting on the information contained herein. 
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